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(1) QWED celebrating 25 years in May 2022

QWED’ beginnning, founders (right to left): 
W.Gwarek, M.Celuch, M.Sypniewski, A.Wieckowski

Awarded by Prof. Jerzy Buzek
Prime Minister of Poland 1997-2002
President of the European Parliament 2009-2012 

Prime Minister of Poland Award for QWED 1998

(2) 75th birthday of W.Gwarek at MIKON 2022
(cake featuring pioneering paper of 1985) Sale of 1000th resonator based on designs of J.Krupka

All photos © QWED.

(1), (2) featured in IEEE Microwave Magazine, Dec. 2022, by R.Henderson, 
IEEE MTT-S President, “Let Them Eat Cake”
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https://www.qwed.eu/mma2010/ 

https://www.qwed.eu/mma2010/
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1. QWED: from Computational Electromagnetics to Modelling-Based Materials’ Characterisation.

2. iNEMI: Setting-Up 5G/mmWave Benchmarking Projects.

3. Resume of Round-Robin Results of Resonator-Based Techniques for Characterising 5G Substrates.

4. Modelling: Interpretation of Measurements and Design of New Instruments.

5. Summary.

6. Invitations and Acknowledgements.

Outline:
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QWED origins in Computational Electromagnetics
since 1980s…
IEEE- awarded research of Prof. Wojciech Gwarek
on 2D FDTD modelling (with novel conformal meshing)
      Fellow,                      Pioneeer Award,                           DML

M.Celuch joins the above research, leading to PhD in 1996
1996 Beta-Version of QuickWave at Univ. Chalmers, Kent, Helsinki 
1997 first commercial licences sold by QWED
… by 2000, QuickWave-3D by QWED used worldwide
 for industrial & research applications from RF to optical bands
  

M. Celuch@ MMA 2023 
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since 1998 annually at IEEE IMS

Denver, 2022

Anaheim, CA, 1999

San Francisco, CA, 
2006
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QuickWave original applications in cosmic reseach & SATCOM
E-plane Y-junction by NRAO

after A. R. Kerr, Elements for E-Plane Split-Block Waveguide Circuits, ALMA Memo 381

propagation of two polarisations 

at centre frequency 

Septum polariser by SES
design & measurements: Saab Ericsson Space
modelling: QWED, 1997

below: differential phase-shift

7
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Applications for Materials Processing with Microwaves
Simple microwave heating benchmarks

& microwave heating phenomena studies*
Design & analysis of real-life microwave oven cavities, incl. 
complicated cavity shapes and advanced feeding system*

Courtesy of Whirlpool Inc. – Whirlpool MAX oven

With QuickWave EM 
computation as fast as 
1 min 18s on a low-cost  
video card – supporting
all graphic cards with
OpenCL

QuickWave 3D & BHM

HFSS v11

Freezing to file 
the state of the 
simulation

De-freezing on 
arbitrary computer 
& at convenient 
time

* M.Celuch, P.Kopyt & M. Olszewska-Placha in eds. M. Lorence, P. S. Pesheck, U. Erle, Development of packaging and products for use in microwave ovens,
2nd Ed. Elsevier 2020.

• heat transfer & load dynamics 
• Load rotation & arbitrary 

movement during heating 
• Source parameters tuning – regime 

for solid state sources
• Temperature dependence of

material parameters
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Material Measurements coming to QWED
since 1980s…
awarded research of Prof. Jerzy Krupka (IEEE Fellow)
on dielectric resonators (best known: Split-Post Dielectric Resonator)

… by early 2000s:
QWED commercialises the SPDRs
endorsement by Agilent / Keysight
publication of standard IEC 61189-2-721:2015
 

Agilent Both 
IEEE IMS 2006, San Francisco, CA

MMA-2010, Warsaw PL
co-organised by QWED & Warsaw Univ.Tech.

by Donald Tusk
Prime Minister of Poland 2007-2014

President of the European Council 2014-2019
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Popular Resonators Offered by QWED
SPDRs for laminar dielectric materials

typical units: 1.1 GHz -15 GHz

5 GHz SiPDR for resistive sheetsTE01δ cavities, typically  1 – 10 GHz 
for bulk low-loss dielectrics

modified SiPDR for graphene

M. Celuch@ MMA 2023 

Mainz, 27.09.2023

FPOR
20 -120 GHz

T. Karpisz, B. Salski, P. Kopyt, and J. Krupka, 
doi: 10.1109/TMTT.2019.2905549. 
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Modelling (EM, MW, multiphysics,...)
• waves in free space is "easy" Maxwellian

• wave interaction with matter is "complicated"...

Commercial since 1997 

QuickWave Simulation Software

~1000 licences implemented 

Open Platform Examples & Tools

Commercial resonator
test-fixtures since 2001

Applicator design
& model for

parameter extraction

Material measurements

Accurate material
parameters
(constitutive
relations)

European Standard:
IEC 61189-2-721:2015

CEN-CENELEC Workshop 2021 

1000th unit sold in 2020

INNOVATION

Bridging Computer Modelling with Material Measurements

M. Celuch@ MMA 2023 

Mainz, 27.09.2023



Circuit theory interpretation (for newcomers to the field):
 

given fixed strength of Signal(in),
at resonance Signal (out) is strongest

ULC

given fixed strength of Uin,
at resonance UR is strongest (ULC =zero)

UR

12

Why Resonators for Material Measurements? 
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Examples of canonical examples of resonators (for newcomers to the field)

Eigenvalue problems: analytical solutions exist for cuboidal and cylindrical cavities:

→ application of cavities to Dk measurements appears straightforward! 
(but cavity losses should be minimised & 100% filling factor is difficult to achieve)
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QuickWave Modelling of a Cuboidal Cavity

Transmission |S21| simulated
between weakly coupled 

source and probe 
in a cube 8x10x10 [mm]

εr=1 σ=0.00833 S/m
@21.2GHz:

tanδ=0.071
QSUT= 1 / 0.0071  = 141
QS21=21.2/0/1496= 141

εr=1 σ=0.0833 S/m

εr=4 σ=0.0166 S/m

14
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QuickWave model of a cylindrical cavity

TM021 modeTM011 mode

compared to rectangular (cuboidal) cavities, typically:
• lower contribution of wall losses
• easier standard manufacturing

15
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How do dielectric resonators work (with QuickWave illustration)

16
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E-field H-field

• resonant mode with EM fields mostly confined in and between those ceramic posts → minimial losses in metal enclosure
• H-field is only vertical at the side wall of the enclosure → only circumferential currents in side wall → no radiation through slot
• E-field tangential to SUT → air slots between SUT and posts have negligible effect
• easy SUT insertion through slot, no dismatling, NDT method

Split-Post Dielectric Resonator method – as illustrated by QucikWave

17
M. Celuch@ MMA 2023 

Mainz, 27.09.2023
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Which Scanner: SPDR or iSiPDRWhich Scanner: SPDR or iSiPDR

Resonator designs after:
J. Krupka and J. Mazierska, IEEE Trans. Instr. Meas., 2007,
doi: 10.1109/TIM.2007.903647

CAD models and EM field distribution:
QuickWaveTM software by QWED
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Modelling-Based Materials’ Characterisation Setup

2D 10  GHz SPDR Scanner for Low-Loss Dielectrics
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Modelling-Based Materials’ Characterisation Setup

2D iSiPDR scanner based on inverted 10 GHz SiPDR
Example application: 

battery anodes before & after cycling (SEI formation).

2D 10 GHz iSiPDR Scanner for Resistive Sheets



Modelling-Based Characterisation of Materials

M. Celuch@ MMA 2023 21
Mainz, 27.09.2023

Now coming to iNEMI projects…



Modelling-Based Characterisation of Materials

M. Celuch@ MMA 2023 22
Mainz, 27.09.2023

5G/mmWave Materials Assessment and Characterization
further referred to as “5G Dielectrics” our “5G Substrates” project

• ‘5G’ extends beyond wireless applications

• 5G: Common to only think in terms of ‘radio’ applications

CPU Clock Speeds High Speed I/O

Src: Urmi Ray, 5G/High Frequency Materials Characterization Challenges and Opportunities, EMA 2021, S13

• Dielectric constant measurements are key enables for many different 
industries & technologies

• Many forward-looking wired applications need material data 
spanning DC to 100+GHz
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• Traditional methods of microwave design rely on trimming & tuning difficult to tolerate in today’s environment…

• Faster & less costly “virtual prototyping” is achieved with today’s modelling & simulation tools…

• …but accurate material data is still required

• …errors in materials’ characterisation limit accuracy of modelling resulting in time consuming iterations

Industrial Motivation

“errors may cost $10’s of millions for a single program, or worse, unexpected product failures”
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Gaps & Practical Challenges

Useful 5G materials are typically very low loss:
• Eliminates many traditional transmission line techniques

No standards & SRMs for mmWave Permittivity measurements >20 GHz:
• Challenges for ISO and quality control

Few vendors for mmWave Permittivity measurement equipment  >10 GHz:
• Explain vendor to vendor differences 
• Whom to trust?
• On whom to rely?

Increasing frequency:
• Severe limitations on sample thicknesses
• Incompatible sample dimension requirements between techniques
• Higher sensitivity to operator 

Our project:
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First Round-Robin

Sample Material Requirements
• Stable, Low loss
• Low moisture absorption / temperature dependency
• Isotropic
• Good mechanical & handling properties

1st Project Stage
• Precision Teflon
• Cyclo Olefin Polymer

2nd Project Stage
• Rexolite
• Fused Silica

Techniques Included
• Split Post Dielectric Resonator
• Split Cavity Resonator
• Fabry-Perot
• Balanced Circular Disk Resonator

10 Laboratory Round Robin 

10 Sample Kits Created
• Sample sizes 35 mm x 45 mm, 90 mm x 90 mm

→ Frequency Span : 10GHz – 100GHz with overlaps

Results for in-plane measurements 
first reported at EuMW 2021
3 resonator techniques
2 sample kits
3 labs, each using 2+ techniques

Industrial
• Automotive

BCDR results & concerns 
reported herein.
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Split Cylinder Resonator (SCR) - Basics

TE011 mode
modelling result 
in this frame 
is by QWED
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Measurement Procedure: SCR

The photos and figures on this slide concern:
https://www.keysight.com/us/en/assets/7018-06384/brochures/5992-3438.pdf 

Disclaimer: this slide is NOT about QWED design
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Split-Post Dielectric Resonator (SPDR): Basics & Standard

• resonant mode with EM fields mostly confined in and between those ceramic posts
→ minimial losses in metal enclosure
• H-field is only vertical at the side wall of the enclosure → circumferential currents  
→ no radiation through slot
• E-field tangential to SUT
→ air slots between SUT and posts have negligible effect
• easy SUT insertion through slot, no dismatling
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Measurement Procedure: SPDR
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Fabry-Perot Open Resonator (FPOR): Basics & Standard

T. Karpisz, B. Salski, P. Kopyt, and J. Krupka, “Measurement of Dielectrics From 20 to 50 GHz With a Fabry–Pérot Open Resonator,” IEEE Trans. Microw. Theory Tech., May 2019, doi: 
10.1109/TMTT.2019.2905549. 
T. Karpisz, B. Salski, P. Kopyt, and J. Krupka, “Coordinate transformation approach to the solution of the Fabry-Perot open resonator,” in 2018 22nd International Microwave and Radar 
Conference (MIKON), May 2018, doi: 10.23919/MIKON.2018.8405291. 
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Fabry-Perot Resonator Open Resonator

Resonances detected for BoPET sample (t = 0.100 mm), turned in xy plane.

Measuring in-plane anisotropy:

T.Karpisz et al, " Measurement of in-plane anisotropy of dielectric materials with a Fabry-Perot open resonator", Proc. MIKON 2020. 
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Measurement Procedure: FPOR
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First Round-Robin Results: Consistency

3 labs, 3 techniques
14 laboratory setups

Resonators:
Intel - SCR at 10 / 60 GHz and SPDR at 10/ 20 GHz 
Keysight - SCR at 10 / 20 / 28 / 40 / 80 GHz
QWED - SPDR at 10/ 15 GHz and FPOR over 10-110GHz

dot colours denote testing sites

visually good results, with reference to standards and practices in the microwave range 
(e.g.  IEC 61189-2-721:2015   for   SPDRs < 20GHz  dictates 0.3% for Dk assuming perfect determination of thickness, 
      relaxed to 1% in industrial practice) 

VNA, software:
Intel, Keysight – benchtop VNA with Keysight Option N1500A
QWED FPOR – benchtop VNA with customised FPOR software
QWED SPDR – handheld VNA , extraction based on abs(S21)
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First Round-Robin Results: Repeatability

3 labs, 3 techniques, 14 laboratory setups
1 operator per setup

Intel - SCR at 10 / 60 GHz and SPDR at 10/ 20 GHz, 
Keysight - SCR at 10 / 20 / 28 / 40 / 80 GHz
QWED - SPDR at 10/ 15 GHz and FPOR over 10-110GHz.

each symbol denotes an average of 16 measurements; error bar = repeatability = triple of standard deviation

repeatability of SCR ±1%
repeatability of SPDR, FPOR better than ±0.5%
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First Round-Robin Results: Discussion

3 labs, 3 techniques, 14 laboratory setups
Intel - SCR at 10 / 60 GHz and SPDR at 10/ 20 GHz, 
Keysight - SCR at 10 / 20 / 28 / 40 / 80 GHz
QWED - SPDR at 10/ 15 GHz and FPOR over 10-110GHz.

dot colours denote testing sites

Dk spread < 1% (within ± 0.5% from average)  
(< 2% incl. outliers)

> 40GHz 2x increase in Df compared to 10GHz

SCR tbd non-standard 
SPDR

SCR tbd
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Round-Robin – 2nd  Material

Dk spread < 1% (within ± 0.5% from average)

3 labs, 3 techniques, 14 laboratory setups
Intel - SCR at 10 / 60 GHz and SPDR at 10/ 20 GHz, 
Keysight - SCR at 10 / 20 / 28 / 40 / 80 GHz
QWED - SPDR at 10/ 15 GHz and FPOR over 10-110GHz.

non-standard SPDR



Modelling-Based Characterisation of Materials

M. Celuch@ MMA 2023 37
Mainz, 27.09.2023

Divergence of BCDR Measurements More Pronounced for Fused Silica*

* for further info on “iNEMI 5G SRM Project”, 
see talk (5.47) by Marzena this afternoon

8% spread

Considered causes of BCDR divergence:
• material anisotropy,
• error inherent in out-of-plane measurement,
• error in particular BCDR instrument.

in-plane

in-plane

in-plane

out-of-plane

out-of-plane
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Notes on BCDR

Note: in the iNEMI benchmarking, different BCDRs are used by two project partners.

The photos and figures on this slide concern:

https://www.keysight.com/us/en/assets/7120-1214/flyers/N1501AE11-67-Balanced-Type-Circular-Disk-Resonator-BCDR.pdf 

Disclaimer: this slide is NOT about QWED designs
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Notes on BCDR: Air slots in In-Plane and Out-of-Plane Measurements 

– Small Air Slot in a Paralel-Plate Capacitor

in-plane: even for high Dk dielectrics, % error in Dk is significantly smaller that % of air gap
out-of-plane: % error in Dk increases faster than linearly with % air gap (here, 10% gap –> ~40% error in Dk of sapphire)

Colour – material:
 Water
 Sapphire
 Teflon

Dashed lines: in-plane 
 slot tangential to E-Field

Continuous lines: out-of-plane
 slot perpendicular to E-Field
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red curve: air

Notes on BCDR: QWED’s Electromagnetic Insight

green curve: 
sample  εr=3 tan(δ) = 0.005 @ 80 GHz 

E
BCDR
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Notes on BCDR: QWED’s Test Design

Envelope of  |E| and Hphi fields in log scale (-10 to -80 dB)

@ 95.06 GHz, air @ 55.57 GHz, sample@ 40.49 GHz, air 

Our BCDR prototype has been manufactured and works.
Measurements confirm BCDR sensitivity to air gaps, even small, caused by roughness of metallic surfaces (electrodes). 
Ths is not a problem in SPDR (and other standard out-of-plane measurements)! 
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QWED’s Novel Design for Thick Samples

patent filed last week



Modelling-Based Characterisation of Materials

M. Celuch@ MMA 2023 43
Mainz, 27.09.2023

Challenges in Measuring (Thick) Industrial Samples

Relevant industrial samples, provided in iNEMI 5G Dielectrics” project for testing for automotive radar applications, 
could NOT be measured at mmWaves – they were only measured with low frequency SPDR (@1.1 GHz). 

This is because all the available resonator techniques  impose limits on sample thickness:
- mechanical – related to design of a particular instrument,
- electromagnetic – due to undesired modes appearing in the measurement band.

SPDR 15 GHzSPDR f [GHz] and slot [mm]

Example:
In 15GHz SPDR, slot 0.6mm, 0.6mm sapphire can be measured.
In SCR even 10GHz, sapphire sample would need to be < 0.4mm

Typically: sample needs to be thinner when:
- Dk is higher,
- frequency is higher.

Typically:
- SPDR allows thicker samples that SCR, for given frequency,
- but SPDRs are offered only for lower frequencies.
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Q-Choke

Q-Choke

QWED’s Novel SCR with Q-Choke

patent filed last week
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- SCR

- SCR with 
Q-Choke

TE011

TM110

TM111

TM120

TM210

Modelling of SCR without and with Q-Choke
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F: 20.04 GHz
Q: 17357

F: 16.76 GHz
Q: 17172

F: 14.09 GHz
Q: 16684

F: 12.42 GHz
Q: 15221

- Empty

- 0.4 mm 
Sapphire

- 0.8 mm 
Sapphire

- 1.2 mm 
Sapphire

Measurements in Q-Choked SCR
1.2 mm sapphire
easily measured 
at 20 GHz
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ConclusionsConclusions
1. The talk has reported on iNEMI projects concerning assessement of materials and benchmarking of material measurement techniques 
for 5G/mmWave applications.

2. The “5G Substrates” project initiated rigorous benchmarking for substrate materials:
- assembled tens of thousands of measurements by 11 labs with 4 techniques (in different implementations),
- techniques:  3 for in-plane (SPDR, SCR, FPOR) and 1 for out-of-plane (BCDR) permittivity measurement,
- samples: 2 sample sizes that cover all the techniques: 35mm x 45 mm and 90mm x 90mm,
- materials: started with COP (186 µm ) and Teflon (126 µm, 50 µm) ; then fused silica, rexolite, and industrial (automotive, electronics,..).

3. For inter-lab, inter-technique comparisons, average of 16 measurements (at a given lab by a given technique for a given sample) was used.

    For in-plane techniques:
 - Dk spread (between the 3 metrologies) < 1% (2% incl. non-standard outliers),
 - QWED’s SPDR and FPOR well consistent, SCR and other FPORs  are sometimes outliers,
 - sample-to-sample variation more significant than lab-to-lab or technique-to-technique (presumably sample thickness variations),
 - for COP at f > 40GHz, 2x increase in Df demonstrated compared to 10GHz loss.

   For out-of-plane (BCDR), Dk measurements:
 - diverges from in-plane for (presumably) isotropic samples (up to 3-7% for fused silica),
 - vary in frequency,
 the effects remain to be explained by BCDR designers / vendors or by use of other out-of-plane measurements.

4. The work continues in ongoing projects, including on “5G Copper Foils” and “5G SRMs” (see talk 5.47)
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ConclusionsConclusions

1. QWED material measurement methods and instruments have been presented:
- for different frequency bands (within 1.1 -120 GHz),
- for different materials (substrates, coper foils, liquids, 2D materials,…)

2. Insight into the physics behind the applied methods and instruments has been provided,
by modelling in QuickWaveTM simulation software by QWED.

3. In both qulitative and quantitative terms, the presented methods and instruments prove advantageous,
in the context of the international benchmarking inititaives coordinated by iNEMI.

4. Recent developments have been indicated:
- 2D imagining of dielectric surfaces of resistive films with 2D SPDR or iSiPDR scanners,
- BCDR for out-of-plane measurements (and testing of the BCDR concept),
- Q-Choked SCR for 20 GHz (scheduled 304, 40, 50 GHz) alleviating the existing limits on sample thickness.

5. QWED is happy to design custom-made instruments and enter into joint R&D projects!!!
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Invitations & Acknowledgements.
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https://www.inemi.org/in%20progress 

https://www.inemi.org/in%20progress
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New and improved materials and the use of existing materials in new applications 
are a key factor for the success and sustainability of European industry and society in general.

EMMC considers the integration of materials modelling & digitalisation 
critical for more agile and sustainable materials & product development.

https://emmc.eu/ 

M. Celuch@ MMA 2023 

Mainz, 27.09.2023

https://emmc.eu/


vimeo.com/ieeejmmct

www.linkedin.com/company/ieee-jmmctwww  ieee-jmmct.org
Fundamental advances, new techniques and applications at the 

intersection of computational science and engineering with applied 

electromagnetics, microwaves, antennas and propagation, 
electromagnetic compatibility, and multiphysicsphenomena

(thermal, acoustic, mechanical, quantum, biological, chemical). 

S
c
o
p
e

ü Interdisciplinary readership for high impact research, 

across three IEEE societies and beyond !

W
h
y
 J

-M
M

C
T
 ?

ü Average <40 days submission to first decision time

ü 90+ downloads / 3.9 citations per article (IEEExplore

data 2021)

P
a
p
e
r 
h
ig

h
li
g
h
ts

 

q Check our website
for up-to-date info: 

ieee-jmmct.org

qSubmit your papers: 
mc.manuscriptcentral.com

/jmmct-ieee

Contact the 

Editor-in-Chief

eic-jmmct@ieee.org

q Follow us on 

LinkedIn

Modeling for quantum systems

116 IEEE JOURNAL ON MULTISCALE AND MULTIPHYSICS COMPUTATIONAL TECHNIQUES, VOL. 6, 2021

Fig. 4. Illustration of the projector-based quantization setup. In (a) an example
two-port problem is shown, while in (b) artificial boundaries and equivalent
currents are introduced to separate the regions of the problem.

electromagnetics methods [34], and mode matching methods in

general [35], [36]. To help guide the discussion, an illustration

of the problem setup for this quantization approach is shown

in Fig. 4. In Fig. 4(a), the original problem is shown with two

reference planes for ports identified. The true fields in all regions

of the problem areET andH T . Now, the regions of the problem

are separated by introducing perfect electric conductor (PEC) or

perfect magnetic conductor (PMC) boundary conditions in the

simulation domain at all port interfaces, as shown in Fig. 4(b). To

maintain the hermiticity of the entire problem, complementary

conditions are used to close the port region problems [26].

That is, if a PMC condition closes the simulation domain the

corresponding port is closed with a PEC condition, as shown in

Fig. 4(b).

The artificial “closing” surfaces lead to discontinuities in

the electric or magnetic fields at these locations that should

not be present from the original problem shown in Fig. 4(a).

To produce the correct fields within the simulation domain,

equivalent electric or magnetic current densities are introduced

at the closing surfaces. For instance, if a PMC condition is

applied at a region of the simulation domain (c.f. ∂Q ∩ ∂P1

in Fig. 4(b)), the resulting discontinuity in the magnetic field is

compensated with an equivalent electric current density given by

Jeq,p = n̂p × H T . Here, n̂p points into the simulation domain

and H T should be expanded in terms of the port modes to

tie the two problems together [33]. Similarly, to produce the

correct fieldswithin the corresponding port region, an equivalent

magnetic current density given by M eq,p = n̂p × ET must be

introduced in the port region (c.f. ∂Q ∩ ∂P1 in Fig. 4(b)). Here,

ET should be expanded in terms of the simulation domainmodes

and the unusual sign in the definition ofM eq,p is due to the fixed

polarity of the unit normal vector n̂p .

From this physical picture, we see that the interaction between

the simulation domain and port regions can be achieved by

introducing equivalent current densities. Considering, for now,

only closing the simulation domainwithPMCconditions, aJeq,p
will need to be introduced at each port in the simulation domain.

In Lagrangian/Hamiltonian treatments of electromagnetics, the

interaction between a current J and the field is typically given in

terms of the vector potential as A · J [17]. Hence, our resulting

Hamiltonian should be

HF =
1

2
|Eq|

2 + µ|H q|
2 +

p∈ P

|Ep |
2

+ µ|H p |
2 −

p∈ P

2A q · (n̂p × H p) dr , (45)

where a subscript of q (p) denotes that the term is associated

with the simulation domain (ports). Further, the term n̂p × H p

is an equivalent electric current density (with n̂p pointing into

the simulation domain). The more general case involving both

artificial PEC and PMCconditions will be handled in SectionVI,

where it will also be shown that this Hamiltonian produces the

correct equations of motion (i.e., Maxwell’s equations fed by

electric and magnetic current sources).

Inspecting the coupling term in (45), we see that it has been

written from the perspective of treating the port fields as a source

to the simulation domain. It is of course possible to also look at

the Hamiltonian from the alternative viewpoint that the ports are

being fed by a current density. This is done by rearranging the

coupling term to beH p · (A q × n̂p), which shows the magnetic

field coupling to a term that is proportional to aM eq,p . Although

difficult to see at this point, this coupling term will produce

the correct form of Maxwell’s equations with a M eq,p acting

as a source to the port field equations. This will be shown in

Section VI.

With the Hamiltonian formulated, the modal expansion of the

fields needs to be revisited. By construction of the problem, a

complete set of modes can be found in each region to expand the

fields in a piecewise manner. Hence, we have that the simulation

domain electric field is

Eq(r , t) =

k

ωk

2 0

(qk (t)Ek (r ) + q∗k (t)E ∗
k (r )) (46)

and the port region electric fields are

Ep(r , t) =

λ

∞

0

dωλp
ωλp

2 0

(qλp(ωλp, t)Eλp(r ,ωλp)

+ q∗λp(ωλp, t)E
∗
λp(r ,ωλp) . (47)

In (46), the summation over k represents a discrete spectrum of

modes with eigenvalue ωk for the region Q. In (47), the index p

is used to differentiate the different ports in the set P . Each

port can support different transverse modes (e.g., transverse

electromagnetic or transverse electric), which are differentiated

by the discrete index λ. Due to the semi-infinite length of the

port regions, each transverse mode will also support a con-

tinuous spectrum. Hence, the integration over the eigenvalue

ωλp can be interpreted as “continuously summing” over the

one-dimensional continuum of modes for each transverse mode.
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Fig. 14. Geometry and electric surface current density at 10THz for the SRR
array in Section IV-D.

TABLE II
DIMENSIONS AND ELECTRICAL PROPERTIES OF EACH SPLIT RING IN THE SRR
ARRAY IN SECTION IV-D. SPLIT RINGS ARE LABELED BASED ON THE TOP

PANEL OF FIG. 14, AND h DENOTES THEIR HEIGHT

may be encountered in the design and analysis of multiscale

electromagnetic surfaces.

As shown in Fig. 14, the structure contains four variations of

unit cells. The geometry of each unit cell is identical except for

a scaling factor. The top panel of Fig. 14 defines the pertinent

dimensions of a single unit cell, and also shows the placement of

each of the four variations of unit cells within the full array. The

variations are labeled, from the smallest to the largest unit cells,

as “SRRA,” “SRRB,” “SRRC,” and “SRRD”.Table II provides

the dimensions for each unit cell variation. Some unit cells are

made of dielectric materials, while others are conductive, and

the material parameters are listed in Table II. The background

layered medium is described in the third column of Table I.

The bottoms of all SRR unit cells are aligned at z = 0, which

coincides with the interface between the first (top-most) and

second dielectric layers. The structure is meshed with 103568

triangles, and is excited with a plane wave with the electric field

oriented along the y axis, traveling in the − z direction.

Fig. 15 shows the electric field magnitude at 1THz for the

proposed method, compared to the eAEFIE, measured along

the probe line shown in Fig. 14. The proposed method is in

good agreement with the eAEFIE. The top panel of Fig. 16

shows that the proposed method and the eAEFIE [21] converge

Fig. 15. Magnitude of the electric field along a probe line for the SRR array
in Section IV-D, at 1THz.

Fig. 16. Performance comparison for the SRR array in Section IV-D.
Top: GMRES iterations. Bottom: total CPU time per frequency.

within a reasonable number of GMRES iterations over a broad

frequency range, from 1 GHz to 10 THz. The GIBC [15] and

SLIM [19] formulations did not converge within 1000 iterations

for any of the frequency points considered. We were unable to

simulate this structure in HFSS or Feko within the available

256 GB of memory. Among all frequency points simulated,

the proposed method required at most 23 “nested” iterations

for solving (10). The bottom panel of Fig. 16 shows the total

CPU time per frequency, showing the significant computational

advantage of the proposed formulation compared to the eAEFIE.

The proposed method yields an overall 5.9× speed-up com-

pared to the eAEFIE formulation, reducing the total simulation

time from 4.6days to 18.9hours. The cost of computing the

double-layer potential operator in the eAEFIE is particularly

disadvantageous in this case, due to the intricate and dense

nature of the structure. In this case, the proposed method re-

quired 154GB of memory at most, while the eAEFIE required

122GB, because the structure contains several large unit cells.

Thememory usage is still comparable between the twomethods.

Fig. 17 shows the breakdown of the total CPU time per fre-

quency, again demonstrating the significant impact of avoiding

the double-layer operator for the external region.

In summary, the numerical tests considered in this section

exemplify several applications where the proposed formulation

can be a compelling alternative to existing techniques, such as

the GIBC [15], SLIM [19] and eAEFIE [21], [22] formulations.

The proposed method yields a well-conditioned system matrix

while avoiding the double-layer potential operator in the external
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Fig. 2. The computational grid used by Simpson and Taflove [64] as seen in a
TMplane at a constant radial coordinate. The cells approaching the polar regions
are merged to provide a nearly uniform spatial resolution across the whole grid,
and correspondingly, to keep the temporal resolution of the model at the level
of the Courant limit (figure courtesy of [1]).

dispersive plasma. The proposed model was based on the auxil-

iary differential equation FDTD (ADE-FDTD), and was orig-

inally developed to treat any dispersive media. This method

became unstable when the plasma was collisional. Another

model for wave propagation in an isotropic, collisionless (but

warm) plasmawas presented byYoung, using the joint equations

of Euler and Maxwell [25]. In an attempt to improve these two

methods, Cummer introduced an exponential fitting to ADE-

FDTD to simulate EM wave propagation in unmagnetized cold

plasmas [77]. This method generates higher-accurate results, is

applicable to a wider range of plasma parameters compared to

the previous approaches.

Two separate groups developed the first annular 3-D models

of the global Earth-ionosphere waveguide. In both [64] and

[78], the ionosphere is modeled as an exponential profile of the

atmospheric conductivity. The model developed by Simpson et

al. uses a technique of merging cells as either Pole is approached

to keep the temporal resolution of the model at a level closer to

the Courant limit (see Fig. 2).

Several other global 3-D models have subsequently been

presented by other groups that also employ isotropic conduc-

tivity profiles for the ionosphere. For example, a global, 3-D

geodesic model comprised of hexagonal and pentagonal cells

was developed [79]. This geodesic-grid model outperforms the

3-D latitude-longitude model [64] inmany aspects; in particular,

it is faster and easier to implement and parallelize. Similar

models may be found in [80]–[83]. Reference [15] summarizes

FDTD models developed prior to 2009 of sub-ionospheric EM

propagation below 300 Hz, all of which assumed an unmagne-

tized ionosphere.

All of the above 3-D models assumed a simple isotropic

ionosphere. Lee andKalluri were thefirst to present a 3-DFDTD

model (in spherical coordinates) to solveMaxwell’s equations as

well as an auxiliary equation describing a cold inhomogeneous

collisional magnetized plasma [84]. This model assumed that

the ionosphere is made up of a plasma that includes only one

charged particle. The most serious drawback of this approach is

that spurious charges were produced due to the un-collocation of

electric fields and current densities, and accordingly, a late-time

instability was generated [34].

A more generalized 3-Dmodel of the anisotropic magnetized

ionosphere was proposed by Yu and Simpson [34] based on

the 2-D model described in [35]. In this model, the ionospheric

plasma may include more than one charged particle. Using this

approach, the plasma parameters may decrease the maximum

allowable time step increment of themodel and thus increase the

computational time. The authors extended this model to include

the Earth’s curvature [85].

As a result of the limitations of the model presented in [85],

Samimi and Simpson developed an algorithm based on Boris’s

algorithm [86]. This approach removed the matrix inversions

[87] and requires fewer variables (and accordingly, requires

less memory and runs more than 50% faster than that of [85]).

Additionally, it introduced the possibility of using two time-step

increments (one forMaxwell’s equations, and the other one for

the plasma momentum equation).

Later, Pokhrel et al. increased the computational efficiency

further by introducing the idea of performing singular updates to

the plasma momentum equations (at eachMaxwell’s equations

time step). In some cases, thismay notably reduce the simulation

time, particularly at low altitudes where the collision frequency

is high [88].

At the same time that [34] was published, another class of

3-D FDTD models for magnetized plasma was suggested by

Marshall et al. [89], [90]. Marshall et al. first employed a local

3-Dmodel in Cartesian coordinates to simulate the interaction of

an electromagnetic pulse (EMP) with the lower ionosphere [89].

The plasma in this model had only one constituting particle, the

electron. In [90],Marshall introduced an improved version of the

model presented in [89]. The improved model was implemented

in spherical coordinates (to account for the Earth’s curvature)

with a plasma model including multiple particles. However,

unlike the global 3-D model developed by Simpson et al. [64],

there was no attempt made to keep the temporal resolution of the

model at the level of theCourant limit near the poles. To alleviate

this problem, the author worked with the 3-D grid placed near

the equator in order to have (almost) uniform grid cells while

preserving the curvature of the Earth.

Itoh et al. [91], Zhang et al. [92], and Gamliel [93] de-

veloped separate 3-D models for the ionosphere. Itoh et al.

modeled the collisional magnetized plasma using a conductivity

tensor, and showed that the proposed model is accurate and

flexible; however, the applicability of the model is limited to

monotonic sources [91]. Zhang et al. employed the current

density convolution FDTD (JEC-FDTD, [30]) to model wave

propagation and absorption in inhomogeneous and anisotropic

plasmas [92]. Gamliel also formulated a new 3-D FDTD ap-

proach (in Cartesian coordinates) to model wave propagation

in the single-species cold magnetized plasma based on the

DI method [93]. The author showed that the temporal reso-

lution of the model is independent of the plasma parameters.

Gamliel’s method includes 24 update equations vs. only the
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TABLE III
COMPARISON OF COMPUTATION TIME BETWEEN TWOMETHODS

Fig. 6. 2D electromagnetic scattering model.

Fig. 7. Distributions of (a) Ez , (b) Hx , (c) Hy from FDTD and DL method.

and other parameters remain unchanged. From this table we can

see that, as the computational domain gets larger, the proposed

method becomes more efficient than the reference FDTD.

IV. 2D NUMERICAL EXAMPLES

A. 2D Scattering Problem

Consider a 2D model as shown in Fig. 6, in which the relative

permittivity of background and the abnormal body are 1 and

2, respectively. We select the 1 GHz gauss signal as the source

term, which is located at the center of the computational doamin.

Comparisons between the FDTD and DL method are presented

to verify the accuracy. For the FDTD method, the uniform grid

length is 2 mm and the time step is 1 e-12 s. In the DL method,

the numbers of random sample points areN0 = 2000,Nb = 1000

andNm = 20 000. The network structure consists of three inputs

(x, y, t), three outputs (Ez , Hx , Hy ) and five hidden layers (50

neurons per layer). Fig. 7 shows the field distributions calculated

by these two methods at t = 4 e-9 s. The left and right panels

correspond to the results of FDTD and DLmethod, respectively.

The agreement between the predicted results and the reference

solutions is excellent, indicating that the DLmethod is effective.

The relative errors ofEz ,Hx andHy are 1.392 e-2, 1.459 e-2 and

Fig. 8. 2D electromagnetic multi-scale scattering model.

Fig. 9. Computation time of two methods in different fracture thickness.

1.180e-2, respectively. Furthermore, we compare the computing

efficiencyof the twomethods. It only takes thisDLmethod 0.65 s

to predict the fields. In contrast, it costs approximate 35 min by

using FDTD method.

B. 2D Multi-Scale Problem

Based on the satisfactory results of the previous section, we

also explore the possibility of this method in a multi-scale

simulation. A 2 mm wide and 1 m long fracture is added to

the model, as shown in Fig. 8. The relative permittivity of the

fracture is 1. In FDTD case, the uniform grid length is 0.5 mm

and the time step is 2 e-13 s. For the DL method, we only need

to increase the sampling points of the fracture. Therefore, the

calculation time of DL method will not increase significantly in

the multi-scale simulation. The relative errors of Ez , Hx and Hy
are 2.365 e-2, 2.145 e-2 and 3.046 e-2. The high accuracy shows

that this method is suitable for multi-scale simulation. For the

FDTD method, we usually adopt the mesh refinement approach

to solve the multi-scale problem because of the differences in

the model scale. As a result, the time step must be small enough

to assure the Courant stability criterion, which will increase the

calculation time and memory consumption. However, there is

no restriction on time intervals for the DL method and no need

for additional memory consumption to store intermediate data,

which makes the DL method more efficient than the FDTD

method. Therefore, we compare the computational time of these

two methods in the different fracture thickness in Fig. 9. As

expected, the computational time of the DL method is three to

four orders of magnitude less than that of the FDTD method,

which demonstrates that the DL method is more efficient than

the reference FDTD method in multi-scale simulation.

V. CONCLUSION

We have presented a new deep learning method to

solve time-domain Maxwell’s equations. It directly obtains
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efficiencyof the twomethods. It only takes thisDLmethod 0.65 s

to predict the fields. In contrast, it costs approximate 35 min by

using FDTD method.

B. 2D Multi-Scale Problem

Based on the satisfactory results of the previous section, we

also explore the possibility of this method in a multi-scale

simulation. A 2 mm wide and 1 m long fracture is added to

the model, as shown in Fig. 8. The relative permittivity of the

fracture is 1. In FDTD case, the uniform grid length is 0.5 mm

and the time step is 2 e-13 s. For the DL method, we only need

to increase the sampling points of the fracture. Therefore, the

calculation time of DL method will not increase significantly in

the multi-scale simulation. The relative errors of Ez , Hx and Hy
are 2.365 e-2, 2.145 e-2 and 3.046 e-2. The high accuracy shows

that this method is suitable for multi-scale simulation. For the

FDTD method, we usually adopt the mesh refinement approach

to solve the multi-scale problem because of the differences in

the model scale. As a result, the time step must be small enough

to assure the Courant stability criterion, which will increase the

calculation time and memory consumption. However, there is

no restriction on time intervals for the DL method and no need

for additional memory consumption to store intermediate data,

which makes the DL method more efficient than the FDTD

method. Therefore, we compare the computational time of these

two methods in the different fracture thickness in Fig. 9. As

expected, the computational time of the DL method is three to

four orders of magnitude less than that of the FDTD method,

which demonstrates that the DL method is more efficient than

the reference FDTD method in multi-scale simulation.

V. CONCLUSION

We have presented a new deep learning method to
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